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The acoustic characteristics of nasal consonants are more complicated than those of oral 

consonants due to involvement of both the oral and nasal vocal tracts. Theoretically, the oral cavity 

acts as a side-tube because the oral articulators block the airflow for a nasal consonant and the 

airflow is emitted only from the nostrils. As a result, the acoustic information of the place of 

articulation (PoA) achieved in the oral cavity appears only as anti-resonances or anti-formants in 

nasal acoustics [1]. The formants, not anti-formants, of nasal consonants are considered to be rather 

stable, reflecting the shapes of the pharynx and nasal cavity, which are largely dependent on the 

anatomy of each speaker. This is supported by research that indicates nasal consonants were better 

perceived for speaker identification [2, 3].  

However, acoustic analyses have revealed some tendencies of nasal formants depending on the 

PoA in several languages: frequency values of the first formant (N1) are the highest for [ŋ] and 

lower for [ɲ], [n], and [m] in that order [4 for review]. [3] assumed the larger role for the oral cavity 

and examined the acoustics of /m/ and /n/ produced by Dutch speakers. It was shown that phonetic 

context and syllabic position affected the nasal acoustics, especially on the second formant (N2) 

and the spectral center of gravity (CoG) (N1 was unmeasurable due to the loss of frequencies below 

300 Hz in telephone utterances).  

The inter-speaker variability of the articulation of the nasal consonant /N/ (moraic nasal) in 

Japanese has been reported [5]. In this study, the acoustics and articulation of nasal consonants in 

Japanese were investigated to determine whether speaker variability predicts speaker identity. 

Ten native speakers of Japanese (6 females, 4 males) participated in the experiment. The target 

phonemes were intervocalic nasal consonants in the words, /amata/ ‘many’,  /anata/ ‘you’, /aŋa/ 

‘lay down’, and /kaNaN/ ‘consideration’. The participants read aloud the words displayed on the 

screen one at a time in a random order and each word was repeated 10 times. The audio signal, 

ultrasound video showing the midsagittal image of the oral tract, and motion measurement data 

were recorded simultaneously. The Haskins Optically Corrected Ultrasound System (HOCUS) [6] 

was used to align tongue contours obtained from ultrasound images to palatal hard structure. 

N1, N2, N3, and CoG were measured at the midpoint of each target phoneme using Praat [7]. 

The tongue contour of the midpoint was traced using GetContours [8]. The highest point of the 

tongue contour was identified and the values on the horizontal axis (highest_X) and vertical axis 

(highest_Y) were used for statistical analyses. Multinomial logistic regression analyses were 

performed using the ‘nnet’ package [9] in R [10]. 

Table 1 shows the result of the multinomial analysis predicting speakers from acoustic variables 

(N1, N2, N3, and CoG) and articulatory variables (highest_X and highest_Y). All the variables 

except N2 showed multiple significant effects on identifying speakers. The multinomial analysis 

was also carried out for phoneme prediction, using the same variables as for the speaker prediction. 

Fig. 1 shows the correct prediction rates for speakers and phonemes by each variable. The correct 

prediction rate was 89.1% for speakers and 79.0% for phonemes when all variables were used. The 

acoustic variables were more relevant for the speaker prediction than the articulatory variables and 

vice versa for the phoneme prediction. N1 seems to reflect some PoA information as it predicted 

40.8% of the phonemes correctly. Speaker specificity seems to be most evident on N3, as N3 itself 

predicted speakers better than the other variables. Relationships between acoustics and articulation 

will be investigated in future analyses. 
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Table 1. Statistical output for multinomial analysis of speaker predictions. 

*p<0.1; **p<0.05; ***p<0.01 

 Dependent variable: Speaker 

Coefficients: JF03 JF04 JF05 JF06 JF07 JM01 JM02 JM03 JM04 

N1_Hz 0.099*** 0.058*** 0.063*** 0.016 0.153*** 0.017 0.079*** -0.006 0.457*** 

N2_Hz -0.001 0.003 -0.006 -0.005 -0.029*** -0.0003 -0.006 0.006 -0.017 

N3_Hz -0.045*** -0.042*** -0.058*** -0.140*** -0.165*** -0.046*** -0.052*** -0.051*** -0.278*** 

N_cog -0.123*** -0.023 -0.058*** 0.081 -0.535*** -0.005 -0.249*** -0.092*** 0.259*** 

highest_X 0.375*** 0.405*** 0.310*** 0.637* 0.954*** 0.515*** 0.405*** 0.412*** 3.783*** 

highest_Y -0.961*** -0.531*** -0.770*** -1.104** -1.343*** 0.374 0.085 0.318 3.703*** 

 

    
 

Fig.1 Correct prediction rate for speakers (left) and for phonemes (right). 
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