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Background: Speakers in a conversation (interlocutors) can exhibit convergent behaviours in a
variety of ways, including influencing one another’s speech acoustics, movements, and opinions.
Past research shows that interlocutors appear to converge in a descending F0 pattern nearing the
end of a conversation [1]. Additional research has also shown that speakers tended to imitate each
other's changes in F0 across turns during a turn-taking reading task [2]. Notably, individuals who
perceived a Voice User Interface (VUI) as having the same opinion and characteristics as
themselves had an increased likelihood of convergence [3]. Furthermore, the degree of closeness
in the relationship between interlocutors appeared to be a factor in the polarization of their
opinions [4]. Most of the research into speech convergence has been focused on acoustics, but
there have been few attempts to assess if the same applies to visual cues, like lip and eyebrow
movement. Past studies have found that our facial movements change during speech depending
on our interlocutor. Lip movements were observed to increase significantly during infant-directed
speech [5] and in congenitally blind speakers [6]. We sought to discover whether facial
movement and speech convergence could be linked to the convergence of opinions.
Methods: 36 participants (M:9, F:27) above the age of 18 were recruited. Each participant was
randomly paired with another participant to have a short conversation (3-5 mins) in a Zoom
meeting where they discussed their views of online vs. in-person schooling. At the end of the
conversation, they completed a questionnaire asking how much they thought their opinion
converged with their partners’ (convergence), and how much they agreed with each others’ ideas
(agreement), on a 7-point Likert scale. The whole conversation process was videotaped and
recorded using Zoom’s recording system.

OpenFace 2.0 [7] software was used to extract lip and eyebrow movement information
from the video data. The first and last minutes of the conversation were selected to generate
differences in action units (AUs) in each dyad. 9 AUs were targeted (brows: 1, 2, 4; lips: 10, 12,
14, 15, 20, and 23). Audio data was transcribed and force-aligned using Montreal Forced Aligner
[8]. Acoustics values (F0, F1 values etc.) were extracted from the vowel midpoints using Praat
[9]. Acoustic data was synchronized with the facial movement data from OpenFace 2.0 using
timestamps.

From this acoustic data, plots for seven vowels (ɪ, i, ɛ, ɑ, ɔ, ʊ, u) were examined to aid in
visualizing the relationship between specific vowels and dependent variable values from the
experiment, namely the Likert scale data taken from the questionnaire after the discussion and
facial movement differences. The average agreement and convergence values from the Likert
scale after the conversation for each dyad was then calculated.
Results: A correlation matrix was run on the acoustics values from Praat, the AU values from
OpenFace, and the average Likert scale data. In the matrix in Figure 1, circles that are crossed out
denote non-significance. A significant positive correlation was found between lip corner pull
(AU12_r) and average convergence (avg_converge) (r = 1, p < .001), and a significant negative
correlation was found between F1 values and average agreement (avg_agree) (r = -1, p = .018).
However, there was no overall difference observed between F0 values and AUs within
participants in a conversation from their first to last minutes of conversation. A box plot was
generated to display the differences between the first and last minutes of conversation for each
AU as well as F0 (Figure 2). Additionally, a U-Test was run using R [10], that indicated no
significant difference between F0 values and AUs (p > .05 for all comparisons).
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Fig. 1 Correlation Matrix of all variables Fig. 2 Box plot of AU differences in first vs. last min

Discussion: Our initial analysis shows a correlation between a consensus of agreement among
participants and increased lip corner pulling (AU 12). This could possibly demonstrate a
relationship between opinion convergence and facial movements (in this case, smiling).
Additionally, the correlation between participants who agreed more and those who exhibited
higher vowel height (through acoustic analysis) could indicate that participants expended more
effort in trying to converge with their interlocutor. However, the vast majority of facial action
units analyzed did not appear to be affected by opinion convergence, suggesting that speech
convergence and opinion convergence appear to work largely independently. The lack of
significant F0 convergence shows different results from that of previous literature [1], but there is
room for further investigation with regard to interactions between facial movements and opinion
convergence.
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