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ABSTRACT 

Prosodic structure in English speech is signalled, in part, by 
stronger articulation of consonants at the onset of 
intonational phrases (IPs) than of consonants that are 
IP-medial. In two cross-modal priming experiments, 
American English listeners heard sentences and decided 
whether visual letter strings, presented during the sentences, 
were real words. We manipulated sentence type (either no 
IP boundary or an IP boundary in a critical two-word 
sequence), splicing (whether the onset of the sequence’s 
second word was spliced from another token of that 
sentence or cross-spliced from a matched sentence with or 
without an IP boundary), and relatedness (whether the 
visual target was the first word in the spoken sequence). 
There was a relatedness effect on target responses for 
sentences with no IP boundary only when they were 
cross-spliced, that is, where splicing provided evidence of 
domain-initial strengthening. Listeners thus use this 
evidence when segmenting continuous speech. 

1. INTRODUCTION 

The prosodic structure of English speech is marked, at least 
in part, by the relative strength of segments in 
domain-initial position [1,2,3]. Such segments are more 
strongly articulated in larger prosodic domains. For 
example, consonants in initial position in an intonational 
phrase (IP) are likely to be longer than word-initial 
consonants embedded within a phrase. In this paper, we ask 
if the acoustic-phonetic fine detail associated with IP-initial 
consonants is used by listeners to segment continuous 
speech into words. That is, we examine not only whether 
listeners are sensitive to domain-initial strengthening, but 
also how they might use such information in continuous 
speech recognition. 

All current models of human spoken-word recognition 
assume that, as a listener hears an utterance, the words that 
are consistent with different portions of the input are 
activated, and that these multiple candidate words compete 
with each other (see [4] for a review). This process results 
in the segmentation of continuous speech into words: As 
candidate words win the competition, word boundaries are 
“found” between them. This competition process, however, 
is also modulated by cues that are present in the speech 
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which signal likely word boundaries [5]. Metrical, 
onic and phonotactic information all appear to 
nce lexical segmentation in this way. Furthermore, 
rained phonetic detail in the signal, such as the 
on of individual segments, modulates lexical 
ntation, as shown across a range of languages and 

imental tasks [6,7,8,9]. 

2. EXPERIMENT 1 

ed the cross-modal identity priming task to test if the 
tic manifestation of domain-initial strengthening 
nces segmentation. American English listeners heard 
ican English sentences as they saw letter strings on a 
ter screen. Their task was to listen to the sentences, 
 decide whether the letter strings were real words. 

experimental sentence contained a critical two-word 
nce, separated by a prosodic word boundary. These 
ord sequences were partially lexically ambiguous.  
irst word plus the onset of the second word was 
s consistent with at least one other English word. This 
l competitor was intended to make it harder for 
rs to segment the two-word sequences correctly. 

ffect of domain-initial strengthening was tested by 
splicing the sentences. In one version of each 
ce (the identity-spliced version), the first CV of the 

d word in the sequence was spliced from another 
 of that sentence. But in a second version of the 
ce (the cross-spliced version) the onset of the second 
was spliced from a matched sentence in which an IP 
ary occurred within the same two-word sequence. If 

in-initial strengthening can be used in segmentation, 
nition of the first word should be easier in the 
spliced sentences than in the identity-spliced 
ces. Note that since we were interested in the 
ntation process, we manipulated the degree of 

in-initial strengthening in the second word, but 
red recognition of the first word. 

of segmentation of the sequence was measured by 
ulating the relationship between the first word and 
sual target. Faster lexical decision responses to a 
 when it is the same as the first word in the sequence 

hen it is unrelated to the spoken material can be 
to reflect substantial activation of the first word in the 



speech recognition system. The question, therefore, was 
whether this priming effect would be stronger in the 
cross-spliced than in the identity-spliced sentences. 

2.1. METHOD 

2.1.1. Participants. Forty seven volunteers from Ohio State 
University (OSU) were paid for their participation. They 
were all speakers of American English, with no known 
hearing problems. 

2.1.2. Materials. Forty eight pairs of English sentences 
were constructed. The same critical two-word sequence 
appeared in both sentences within a pair, for example, the 
sequence bus tickets in the pair:  

(1) John forgot to buy bus # tickets for his family (# = Wd) 

(2) When you get on the bus, # tickets should be shown to 
the driver (# = IP) 

In each two-word sequence, as mentioned earlier, the first 
word plus the onset of the second word was another word or 
the beginning of another word (e.g., bust in bus tickets or 
partner in part names). The initial consonant of the second 
word was either a voiceless stop ([p], [t], or [k]), the 
fricative [s] or the nasal [n]. In one sentence in each pair, 
there was a prosodic word boundary (Wd) between the two 
critical words.  In the other sentence there was an IP 
boundary at that location. Sentences of type (1) were the 
experimental sentences. Those of type (2) were used for 
cross splicing. The 48 first words of each two-word 
sequence served as visual targets (e.g., bus). 

A further 112 filler and 10 practice sentences were 
constructed. Each of these sentences contained a two-word 
sequence with a Wd boundary. Forty eight of these 
sequences were used to make matched sentences with an IP 
boundary between the two words; these IP sentences were 
used to make cross-spliced filler sentences. For 24 of the 
spliced filler sentences, nonword targets were made that 
were phonologically related to the first word in the critical 
pair (e.g., for the sequence fine diamonds, the nonword fipe, 
which has the same onset and vowel as fine). For the other 
24 spliced filler sentences, and another 56 unspliced fillers, 
phonologically unrelated nonword targets were made (e.g., 
for the sequence dam project, the nonword frist). Finally, 
real words that were unrelated to the first word in each 
designated pair were selected as targets for the remaining 
32 filler sentences (e.g., for the sequence special glue, the 
word hamster). 

2.1.3. Procedure.  Multiple tokens of each sentence were 
recorded in a sound-damped booth by a male native speaker 
of American English.  Two versions (identity vs. spliced) of 
each experimental sentence of type (1) were then made 
using the Praat speech editor.  The same carrier token of 
each sentence was used in each version. The 
identity-spliced version was made by splicing the initial CV 
of the post-boundary word (e.g., the [t] of tickets) from 
another token of that sentence into the carrier sentence. The 
cross-spliced version was made by splicing into the same 
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r the initial CV of the post-boundary word from a 
 of the matched IP boundary sentence. The onset of 

V was defined as (1) the release of the closure (for 
, (2) the beginning of the high-frequency frication 
(for [s]) or (3) the beginning of the nasal murmur (for 
ll splices were made at zero-crossings. Further, the 
ersions of each sentence were equated for F0 
nces using the PSOLA resynthesis method, based on 
F0 values of the paired spliced CVs. The same 
g procedure was applied to the 48 filler sentences 
atched IP sentences (24 were identity-spliced and 24 
ross-spliced). The other filler and practice sentences 
ot spliced. 

listener heard all the sentences once, and saw all of 
gets once. Splicing (identity-spliced vs. cross-spliced) 
latedness (visual target identical to the first word in 
critical sequence or unrelated to it) were 
erbalanced across four lists. Thus, for example, across 
ur lists, the visual target bus was paired with the 
ty- and cross-spliced versions of the spoken bus 
 sentence, and with the two spliced versions of an 
ted sentence (that with the sequence mill company). 
ist contained all the filler trials. Any given participant 
8 experimental and 32 filler word targets and 80 

ord targets. Twenty four of the words (i.e., 15% 
ll) were related to the sentence being heard (i.e., were 
cal to the first word in the critical two-word sequence); 
nwords were phonologically related to the first word 
se sequences. Furthermore, each type of spliced 
ce was just as likely to be paired with a word as with 
ord target. 

ipants were tested individually in a quiet room.  The 
ces were presented over headphones, and the targets 
red in lower case on the screen of a laptop computer.  
rgets appeared on the screen aligned in time with the 

 of the first word in each critical sequence, and 
ned on the screen for 1 second. Participants were 
 to listen to the sentences, and to decide as quickly 
s accurately as possible whether the target letter 
s were real English words. They had to respond by 
ng one of two buttons, labelled "YES" and "NO". All 
ipants received the practice trials, followed by one of 
ur lists. Participants were also informed that they 
 be given a comprehension test at the end of the 

iment. This test comprised 16 written sentences; half 
m had been presented auditorily, and half were new. 
ipants had to judge whether these sentences had 
red in the main part of the experiment. They made, on 
e, 11.9 (74%) correct responses to these sentences. 

ESULTS AND DISCUSSION 

al decision reaction times (RTs) were measured from 
of the visual presentation of the target words.  
nses slower than 1200 ms were treated as errors (less 
% of the data). Responses to two targets with error 

greater than 10% were excluded from the analysis. 
 RTs are shown in Figure 1. 
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Figure 1. Mean lexical decision latencies, Experiment 1. 

Analyses of Variance (ANOVAs) on the RT data treated 
participants (F1) or items (F2) as the repeated measure. 
They revealed an identity priming effect: Listeners were 
faster to respond to identical targets (e.g., to bus as “bus 
tickets” was heard) than to unrelated targets (e.g., to bus as 
“mill company” was heard): F1(1,43) = 16.6, p < .001; 
F2(1,45) = 5.6, p < .05. There was no main effect of 
splicing, but there was a trend towards an interaction of this 
factor with the priming effect: F1(1,43) = 3.1, p = .08; 
F2(1,45) = 1.5, p > .1. Planned pairwise comparisons 
showed that the priming effect was significant for the 
cross-spliced sentences (i.e., where the onset of the 
post-boundary word was spliced from IP-initial position; 
t1(46) = 3.5, p < .005; t2(45) = 2.6, p < .05) but not for the 
identity-spliced sentences (t1(46) = 2.0, p = .05; t2(45) = 
1.1, ns). Further analyses suggested that this interaction 
was largely due to the items in which the splicing involved 
stops. There were no significant effects in ANOVAs on 
error rates. The overall mean error rate was 2%. 

Listeners were therefore faster to recognise a target word 
such as bus when they were hearing a sentence containing 
bus tickets than when they were hearing an unrelated 
sentence, but only when the onset of tickets originated from 
IP-initial position. We suggest that the acoustic-phonetic 
cues associated with domain-initial strengthening 
(particularly those for stops) helped listeners to segment the 
sequences (i.e., helped them rule out competitor words, 
such as bust in bus tickets). The resulting strong activation 
of the correct first word in the sequence led to the priming 
effect seen in visual lexical decision. In contrast, when no 
strengthening cues were available (i.e., in the 
identity-spliced sentences), given the added difficulties due 
to the presence of a lexical competitor, listeners tended to 
be unable to complete their segmentation of the critical 
sequence by the time they were initiating their lexical 
decision responses, so no priming was observed.  

3. EXPERIMENT 2 

In our second experiment, we asked whether domain-initial 
strengthening could also be of benefit to lexical 
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ntation in the context of an IP boundary. We 
ore ran a direct analogue of Experiment 1, using the 
task and experimental manipulations, and indeed the 
critical materials, but using as the carrier sentences 
with IP boundaries that were used for cross-splicing 
periment 1 (the type (2) sentences). Thus listeners 
 sentences including, for example, “… bus, 
 …”, in which the initial CV of the post-boundary 
came either from another token of that IP boundary 
ce and thus maintained strengthening cues, or from 
atched sentence with a Wd boundary (the type (1) 
ces) and thus did not contain strengthening cues. 

omain-initial strengthening facilitates lexical 
ntation in this context, there should be a stronger 
g effect for identity-spliced than for cross-spliced 
ces (note that this is opposite to the pattern observed 
eriment 1). It was possible, however, that sufficient 
ntation cues would be available in both types of 
ce given the presence of an IP boundary. 
undary lengthening and boundary tones, for example, 

obust phonetic correlates of prosodic structure 
,12,13] and could be used in lexical segmentation. 

 this information is present in both the identity- and 
spliced sentences, segmentation (and hence the 
g effect) could be equivalent across conditions.  

ETHOD 

 Participants. Forty eight new volunteers from OSU 
aid to take part. They were all speakers of American 
h, with no known hearing problems.  

 Materials. The experimental sentences were the 48 
ces with IP boundaries that were used for 
splicing in Experiment 1. There were again 48 filler 
ces that were also spliced. These were the sentences 

IP boundaries that were matched to the equivalent 
d fillers in Experiment 1. The other filler sentences 
lers and 10 for practice) were new; all of these had an 
undary near the middle of the sentence. The visual 
s (words and nonwords) were the same as before. 

 Procedure. The new sentences were recorded by the 
speaker, during the Experiment 1 recording session. 
me procedure as in the first experiment was used for 

h editing, counterbalancing materials across lists, and 
g the experiment. The only difference between the 

iments, therefore, was that the visual targets now 
red during two-word sequences that contained an IP 
ary. Listeners made, on average, 11.6 (73%) correct 
ses on the comprehension test. 

ESULTS AND DISCUSSION 

al decision RTs (from target onset) slower than 1200 
re again treated as errors (less than 1% of the data).  
nses to one target (error rate > 10%) were excluded 
he analysis. Mean RTs are shown in Figure 2. 

As on these data showed that listeners were again 
 to  respond to identical targets  (e.g., to bus as “bus, 
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Figure 2. Mean lexical decision latencies, Experiment 2. 

tickets” was heard) than to unrelated targets (e.g., to bus as 
“mill, company” was heard): F1(1,44) = 57.5, p < .001; 
F2(1,46) = 14.7, p < .001. There was no main effect of 
splicing, but again a trend towards an interaction of splicing 
with priming: F1(1,44) = 3.3, p = .08; F2(1,46) = 3.9, p 
= .05. Pairwise comparisons showed, however, that the 
priming effect was significant for both the identity-spliced 
sentences (t1(47) = 5.3, p < .001; t2(46) = 2.7, p < .001) and 
the cross-spliced sentences (t1(47) = 6.1, p < .001; t2(46) = 
4.1, p < .001. The overall mean error rate was again 2%, 
and there were again no significant effects in the error 
analyses. 

In this experiment, therefore, there was no evidence that the 
acoustic cues to domain-initial strengthening in the second 
word in a two-word sequence that spanned an IP boundary 
influenced recognition of the first word. It would appear 
that the domain-final cues in the first word (i.e., 
domain-final lengthening and/or a boundary tone on bus in 
bus, tickets) were sufficiently powerful to allow listeners to 
segment the sequence correctly (and thus rapidly rule out 
spurious candidate words such as bust), irrespective of the 
nature of the onset of the second word.  

4. CONCLUSIONS 

These results suggest that listeners are sensitive to 
domain-initial strengthening. More specifically, they 
suggest that the phonetic fine detail associated with initial 
strengthening can be used in lexical segmentation, such that 
the strengthening of the initial portion of the second word 
in two-word sequences assists in segmentation of that 
sequence (particularly when that portion contains a stop; 
Experiment 1). It appears, however, that when other 
boundary cues are available (e.g., pre-boundary 
lengthening, Experiment 2), domain-initial strengthening 
plays a lesser role in segmentation.  
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